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2. Easier maintenance

One tech stack
One deployment
Learn one system
One support channel
One maintenance window
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Open source & on premises
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Criteria

Blauer Engel certified software ...

Can be operated energy-efficiently

is transparent in terms of energy usage

Complies with sustainability for its technical aspects, like modular design and compatibility with

older system

offers openness of interfaces, data portability, and documentation



The setup

E Comparison of runs in repo

How do we measure resource che

Run Data

Comparison Type Usage Scenario

Number of runs compared 10

Usage Scenario usage_scenario_31.yml vs. usage_scenario_32.yml|

Repository https://github.com/green-coding-solutions/nextcloud-runner.git
Machine GUI Applications (DVFS ON, TB ON, HT ON) - TX1330 M3 (Premium)
Branch main

Commit 6c9cc1940bfb2aa718edeeb1bc3ec6d38333d3d6

Built docker container from git sources

o Please click the button below to fetch data. We opted to only show this detailed data on request.

=2
Used three containers (app, db, playwright) with C . o o e

Runtime can contain multiple flows. By default all runtime flows are aggregated. Please select a separate flow if needed.

Used the Standard apps from the Nextcloud app S
Energy metrics General component distribution

@ Usage Scenario: usage_scenario_31.yml Usage Scenario: usage_scenario_32.yml @ Usage Scenario: usage_scenario_31.yml Usage Scenario: usage_scenario_32.yml
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Hardware
¥ CPU Package Power via RAPL IIX DRAM Power via RAPL = Machine Power via mcp

+3.62%W (iff. in %) @ +0.43% W (Diff. in %) @ +0.61%W (Diff. in %) @



Last 30 days

CPU Package Energy via RAPL - Package_0 ©

Unit: [mMWh]

120

Usage Scenario: usage_scenario.ym|




Stable 31 vs Stable 32

Calendar

Machine Energy via mcp - [MACHINE] ©

Unchanges consumption
+ 0.4% (5 runs average)

Within margin of error/ noise of the

= Machine Energy via mcp

+ 0.40 % mWh (Diff. in %) @




Stable 31 vs Stable 32

Machine Energy via mcp - [MACHINE] @

Talk

Unit: [mWh]
2,164

2,000

Even slightly reduced energy ct

Confidence Interval - Mean: Confidence Interval

o- - 917952717

- 1.27% (5 runs average)

= Machine Energy via mcp

-1.27 % mWh (Diff. in %) (@

Usage Scenario: usage_scenario_31.yml Usage Scenario: usage_scenario_32.yml




Stable 31 vs Stable 32

Files
Slight increase in energy consu

+1.21% (5 runs average)

= Machine Energy via mecp = Machine Power via mcp

+1.21 % mWh (Diff. in %) D + 015 % W (Diff. in %) @

Machine Power via mcp - [MACHINE] ©

Confidence Interval

Usage Scenario: usage_scenario_31.yml

Confidence Interval

Usage Scenario: usage_scenario_32.ymi




Overview of all scenarios for Talk

Total Phases Data

Unit: [mWh]
5,000

Total energy consumption
@ Machine Energy - usage_scenario_31.ymi Machine Energy - usage_scenario_32.yml|
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1,000
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strong insights into core functionalities and their detailed energy

consumption

We are already in compliance with the strict requirement of Blauer Engel
to keep energy consumption increase <10% with new software updates

We can easily find targets to optimize our code in regard to energy

consumption



How this makes Nextcloud better

On every commit to main or pre merge the resource benchmark is run to
check of the feature increases resource usage

Management gets an Overview of increasing demand

We can see where we can improve

As server and representative apps are benchmarked a real world
deployment is tested which is often not done as the apps are developed

independently



Thank you for your

~ddtanrntianml
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